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Figure 1: (a) Our inside-out tracking system enables the localization of tools fitted with reflective sphere markers purely

through the HoloLens 2. This example shows a simulated core needle biopsy using our system. (b) The user aligns the virtual

needle tip with the center of the tumor, as seen through the headset. (c) This allows the user to hit an otherwise occluded

anatomical landmark.

ABSTRACT

Surgical navigation requires tracking of instruments with respect to

the patient. Conventionally, tracking is done with stationary cam-

eras, and the navigation information is displayed on a stationary

display. In contrast, an augmented reality (AR) headset can super-

impose surgical navigation information directly in the surgeon’s

view. However, AR needs to track the headset, the instruments

and the patient, often by relying on stationary infrastructure. We

show that 6DOF tracking can be obtained without any stationary,

external system by purely utilizing the on-board stereo cameras

of a HoloLens 2 to track the same retro-reflective marker spheres

used by current optical navigation systems. Our implementation

is based on two tracking pipelines complementing each other, one

using conventional stereo vision techniques, the other relying on

a single-constraint-at-a-time extended Kalman filter. In a techni-

cal evaluation of our tracking approach, we show that clinically

relevant accuracy of 1.70 mm/1.11° and real-time performance is
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achievable. We further describe an example application of our sys-

tem for untethered end-to-end surgical navigation.
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1 INTRODUCTION

Recent advances in medical imaging technology focus on integrat-

ing real-time information into clinical procedures, making inter-

ventions faster, safer and less invasive [49, 66]. Image guided inter-

ventions (IGI), such as ultrasound during core needle biopsies [52]

or computed tomography (CT) during vascular procedures [58],

are considered the gold standard nowadays. Surgical navigation

systems (SNS) have also made their way into standard clinical care.

Their main purpose is to determine the position of medical tools

in relation to the patient’s anatomy, thereby aiding the physician
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in targeting (or avoiding) critical structures such as blood vessels,

nerves or tumors. Most commercially available SNS use infrared

(IR) emitting stereoscopic cameras [34], which can accurately track

reflective marker spheres attached to surgical instruments and the

patient. This allows the determination of the relative localization

between instrument and anatomy in real-time. Nonetheless, cur-

rent IGI systems still face limitations. Intra-operative X-ray or CT

guidance burdens operators and patients with increased radiation

exposure, while ultrasound guidance is only applicable for shallow

structures and certain tissue types. Further, image guidance always

increases the complexity of interventions. Conventionally, guidance

information is displayed on an external 2D screen placed around

the operating site. Dividing their attention between screen and pa-

tient disrupts the physician’s focus, increases mental workload [46],

and the misalignment between the operator’s viewpoint and the

navigation information deteriorates hand-eye coordination [27].

Therefore, image-guided procedures demand the highest levels of

experience and concentration from physicians.

Augmented reality (AR) promises to overcome these limitations

by displaying navigation data directly in the surgeon’s view of

the operating site. In particular, optical see-through head-mounted

display (OST-HMD) can alleviate issues of focus switching and

misinterpretation of information, while keeping the hands of the

surgeon unoccupied. Moreover, compared to commercial SNS, C-

ArmX-raymachines or similar devices, anOST-HMD is inexpensive,

compact and flexible. Thus, an image guidance system built on top

of an OST-HMD can not only enhance existing procedures with

in situ AR visualization, but can enable navigation for procedures

usually performed without image guidance, even at the bedside

of the patient [2]. However, addressing the elevated requirements

concerning accuracy and reliability of medical procedures with

current AR hardware is challenging [66], and the AR scenario is

complicated by the need to track the AR device in addition to

instruments and patient. Consequently, existing AR-SNS prototypes

often still rely on the integration of external tracking, using the AR

device as a display only [15, 17, 21, 36, 42, 48, 63, 72]. Such a setup

suffers from a bulky form factor and high cost.

In this contribution, we present an AR-SNS for a commercial

OST-HMD, the HoloLens 2 (Microsoft, Redmond, WA, USA). We

describe a method for the tracking of instruments fitted with re-

flective sphere markers, as commonly used by conventional SNS,

using solely the HoloLens’ built-in hardware. By implementing a

robust and fast tracking algorithm, instruments can be localized

in real-time and with unrestricted six degrees of freedom (6DOF).

The HoloLens 2 is equipped with four environmental understand-

ing cameras, mainly used by the built-in simultaneous localization
and mapping (SLAM) algorithm of the device, which tracks the

HoloLens itself with respect to a static environment. We re-use the

streams of the two front-facing cameras to track sphere markers us-

ing robust stereo vision techniques, combining 3D triangulation and

a single-constraint-at-a-time extended Kalman filter (SCAAT-EKF).

We combine this inside-out instrument tracking with a marker-

less, untethered patient registration pipeline [23] to enable surgical

navigation. Our AR system is the first drop-in replacement for an

existing SNS: A surgeon wearing the HoloLens uses the familiar

marked instruments, but without requiring external tracking.

2 RELATEDWORK

Tracking for augmented environments. Most works about

tracking in AR focus on the self-localization of the AR device within

its environment and are therefore not directly applicable to our use

case of high precision, real-time object tracking. Still, since we draw

inspiration from work in this area, we provide a brief overview.

In general, two tracking paradigms can be distinguished in AR:

Outside-in tracking, on the one hand, relies on external sensors,

placed around the user, observing movements from the outside.

Inside-out tracking, on the other hand, directly uses sensors on the

AR device itself, allowing it to work in unprepared environments.

Although a large variety of tracking technologies exist (e.g., GPS,

electromagnetic), vision-based technologies are most prevalent, due

to their high flexibility, accuracy and update rates [33]. Early works

extensively studiedmulti-view configurations for optical tracking of

passively reflecting [13, 16, 59] or actively emitting [3, 69] markers,

which are now well-established in commercial outside-in tracking

systems and SNS. They typically require expensive, specialized

hardware to ensure proper sensor synchronization and minimal lag.

Algorithmic solutions can, to some extend, address this limitation,

e.g., SCAAT-EKF can track with unsynchronized hardware [57, 68].

Still, stationary infrastructure restricts usage to delimited envi-

ronments. In the past years, monoscopic inside-out tracking in

the visible light range has gained considerable popularity due to

the availability of cameras and increasing computational power

of consumer devices. Marker-based inside-out approaches are fa-

cilitated by fiducial image tracking libraries like ARToolKit [32],

ArUco [22] or PTC Vuforia [54]. While this enables AR on mobile

devices, tracking error of such systems is typically in the range of

several millimetres up to centimetres [1, 8, 10]. Marker-free inside-

out systems mostly use SLAM [9, 33], i.e., they map a the static

environment and localize the device against it. However, SLAM

is not directly applicable for highly precise, dynamic object track-

ing [45]. Hybrid methods introduce additional sensors, such as

inertial measurement units [53, 70], depth cameras [5] or combined

sensor units [26, 67]. This adds complexity to the system, often at

the expense of flexibility, and accurate calibration of all sensors is

essential for precision [41]. The combined requirement of high accu-

racy, real-time object tracking and mobile self-contained operation

rules out many established tracking techniques for our scenario.

Therefore, in the following, we concentrate on related work in the

same domain as ours: medical tool tracking using the HoloLens.

Outside-in approaches. Frequently, a stationary outside-in SNS

is used to localize patients, instruments and HMD in a common

coordinate system. In this scenario, the HMD only serves as a

display. As IR-based optical tracking is most common in SNS; sev-

eral systems combining it with the HoloLens have been proposed

for a variety of surgical applications from orthopedics to general

surgery [15, 17, 42, 48, 63, 72]. SNS based on electromagnetic track-

ing have also been explored together with the HoloLens [21, 36]. A

slightly different course of action is taken by Liu et al. [44], who per-

form image-based catheter tracking based on intraoperative X-ray

images. Outside-in AR systems rely on expensive, external hard-

ware. Several, often bulky, components are needed, which makes

such systems inflexible. While they may be able to fulfill the high

demands in precision and reliability of medical tasks, they require
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an accurate calibration between AR device and SNS, which is time-

consuming and error-prone. Further, optical tracking requires a

constant line of sight between the stationary camera and tracking

targets, which restricts the freedom of movement of the physician,

especially when multiple targets are used (e.g., when an additional

AR device needs to be tracked). Electromagnetic tracking as an

alternative to optical tracking is even less popular, as it suffers from

interference with metal in the operating room [34].

Inside-out approaches. Inside-out tracking eliminates the de-

pendence on additional hardware by relying on the AR device itself,

thus, overcoming the problems mentioned above. The HoloLens

features a variety of built-in sensors, which can be exploited for

inside-out tracking. In medical scenarios, most commonly, the cen-

tral color camera of the HoloLens has been used to track fiducial

image markers affixed to surgical tools [11, 20, 35, 40, 50, 55, 56].

However, as alreadymentioned, the error of commonly used fiducial

tracking approaches is too high formost medical applications. Using

the two front-facing grey-scale tracking cameras of the HoloLens to

triangulate the marker pose might improve tracking accuracy [43].

Independent of the camera hardware, a common drawback of using

flat image markers is that they need to constantly face the camera,

which restricts movement of the instrument, especially in terms

of rotation. Further, image fiducials are sensitive to occlusions and

varying lighting conditions. The HoloLens also features a time-

of-flight (ToF) camera operating in the IR range. Kunz et al. [38]

showed how this camera can be used for tracking spherical markers.

Unfortunately, they only evaluated the relative translation error,

and it remains unclear if their approach actually supports six de-

grees of freedom. Moreover, the HoloLens 1 depth sensor is known

to suffer from noise and distortions [23, 30].

3 METHOD

Our novel marker tracking runs directly on the HoloLens 2. It

computes the 6DOF pose of a marked medical instrument𝑀 with

respect to a stationary world frame𝑊 . The HoloLens 2 is equipped

with four built-in tracking cameras, which deliver grey-scale frames

of 480×640 resolution at approximately 20-30 Hz and can be ac-

cessed through the devices research mode [65]. These cameras feed

into the built-in SLAM algorithm of the HoloLens. We re-purpose

the left and right front-facing cameras, which we will denote 𝐿 and

𝑅, respectively, as a stereo setup for the tracking of instruments.

The computation of 3D positions from stereo image pairs as-

sumes that measurements in the two cameras are collected at the

same time. Unfortunately, 𝐿 and 𝑅 are not synchronized. Hence,

our tracking algorithm consists of two paths: (1) In case two suffi-

ciently synchronized frames are available, a stereo vision algorithm

based on 3D triangulation can be executed. (2) Otherwise, a recur-

sive single-constraint-at-a-time Extended Kalman Filter (SCAAT-

EKF) [68] is used to obtain an estimate of the instrument’s pose.

Since we found that SCAAT-EKF is also more accurate and compu-

tationally efficient, we use it as our main tracking method. We use

the stereo vision path only for initialization and re-initialization

when tracking through SCAAT-EKF is lost.

We implemented the proposed tracking system in C++/WinRT

usingDirect3D 11, HoloLens 2 ResearchModeAPI [65] andOpenCV

library [7]. Our implementation will be available at https://github.

com/cgsaxner/HL2ToolTracking.

3.1 Stereo calibration

For both tracking paths, accurate calibration of the stereo setup

within the HoloLens 2 is a prerequisite. While the HoloLens 2 does

expose sensor coordinates and mapping functions [65], from which

intrinsic and extrinsic camera matrices could be obtained, we found

these parameters to be too inaccurate. Therefore, we use the Camera

Calibration Toolbox for MATLAB [6] together with a calibration

target designed for cameras with low resolution [18] to compute the

intrinsic parameters K𝐿 and K𝑅 , the distortion coefficients 𝑘𝐿 and

𝑘𝑅 , and the transformation of the right camera with respect to the

left, 𝐿T𝑅 . To fully characterize our stereo setup, we further compute

the fundamental matrix F = K−𝑇
𝑅 EK−1

𝐿 , with E =𝐿 R𝑅 [
𝐿t𝑅]𝑥

being the essential matrix, 𝐿R𝑅 , the rotation matrix, and [𝐿t𝑅]𝑥 ,

the matrix representation of the cross product with the translation

vector 𝐿t𝑅 of 𝐿T𝑅 . The calibration and computation of camera

parameters is performed once for each device in an offline step.

3.2 Trackable instrument definition

We define a trackable medical instrument by a set of marker spheres

M = {m1, ...,m𝑛} attached to it, constituting a rigid body. While,

theoretically, three markers are sufficient to estimate the pose of a

rigid body, we use four or five marker spheres, so that occlusions or

overlaps of individual markers can be handled. To allow an unam-

biguous identification of marker spheres, we require the relative,

pairwise distances between markers 𝑑 (m𝑖 ,m𝑗 ), for 1 ≤ 𝑖 < 𝑗 ≤ 𝑛,
to be unique. The 3D marker coordinates m1, ...,m𝑛 are expressed

in a common reference frame, which can be chosen to have its

origin at a point of interest on the instrument, such as the tip of a

tracked needle. The configuration of M can be measured manually,

with an optical measuring system, or, for commercial tools, may be

provided by the manufacturer. Instrument definition is performed

in an offline step and provided to the tracking algorithm.

3.3 Self-localization

We seek to compute𝑊 T𝑀 , the transformation of the marked instru-

ment 𝑀 with respect to a stationary world coordinate system𝑊 .

The HoloLens 2 runs an algorithm for SLAM [51], to build a map of

the environment and simultaneously locate the device within this

environment. The HoloLens SLAM uses 𝐿 as a reference frame [65],

therefore, we obtain the pose𝑊 T𝐿 , which rigidly transforms from

the left environmental tracking camera to the stationary world co-

ordinate system𝑊 for every frame. We map the environment with

the HoloLens SLAM before starting tracking, and set𝑊 at the de-

vices’ position at the application start. Using 𝐿T𝑅 obtained through

stereo calibration in step 3.1,𝑊 T𝑅 =𝑊 T𝐿
𝐿T𝑅 is also known. Thus,

we require 𝐿/𝑅T𝑀 to calculate the instrument’s world pose by

𝑊 T𝑀 =𝑊 T𝐿/𝑅
𝐿/𝑅T𝑀 . (1)

3.4 Marker detection

While the reflective spheres commonly used for tracked surgical in-

struments are not as distinguishable in the gray-scale images from

𝐿 and 𝑅 as in IR, a similar effect can be achieved by illuminating
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them with an additional light source, such as a surgical headlight

mounted on the HMD. Then, we segment images into background

and marker regions by applying a median blur filter and an adaptive

thresholding algorithm, followed by a connected component search

to extract potential marker contours. These contours are filtered

based on their included area and their elliptical shape to eliminate

wrong detections, before the weighted center of mass of each po-

tential marker is computed. This results in a set of image-space

marker candidate coordinates, x′𝐿 and x′𝑅 .

Operations such as adaptive thresholding and connected compo-

nent search are computationally expensive when applied to full res-

olution images, which is problematic especially on mobile devices

with limited computing capabilities. Therefore, we implemented

several strategies to improve the runtime of this step. We com-

pute the median filtering and adaptive thresholding algorithm on

the HoloLens’ GPU. The latter is done by constructing a Gaussian

image pyramid from input images, and then scanning the lowest

level of the pyramid for potential regions of interest (ROI) around

markers using a global threshold. If such a ROI is found, an adaptive

threshold is computed from its neighboring pixels. The region is

then propagated to the full resolution image, where binarization

using the new threshold and connected component search is carried

out only in this ROI. After initialization, we use a linear Kalman

filter [31] to track a ROI around known image positions per marker,

and we apply the marker detection algorithm only to these regions.

3.5 Pose estimation through stereo vision

If sufficient potential markers have been identified in𝐿 and𝑅 frames,

and if the time difference between the two frames is below one mil-

lisecond, the frames are candidates for instrument pose estimation

through stereo vision. As mentioned, this step is only run in the

beginning of tracking, when SCAAT-EKF is not yet initialized, or if

tracking by SCAAT-EKF has been lost. An overview of the process

is shown in Figure 2.

Marker matching. As a first step, we use the epipolar con-

straint x′𝑇𝑅 Fx′𝐿 = 0 to find inter-view correspondences between left

and right camera images. Since measurement errors in the marker

detection are unavoidable, the epipolar constraint is not fulfilled

precisely. Therefore, all markers lying within a tolerance around

the epipolar lines l𝑅 = Fx′𝐿 and l𝐿 = F𝑇 x′𝑅 are assigned as possible

matches. This can lead to several matching options, which we all

add to sets of possibly matched marker points, x𝐿 and x𝑅 . We rely

on subsequent steps to filter out erroneous correspondences.

3D triangulation. If sufficient potentially matching markers

have been identified in 𝐿 and 𝑅, their 3D positions are recovered

using triangulation. The triangulation step reconstructs the set

of 3D points Y that project on both x𝐿 and x𝑅 . We compute the

projection matrices P𝐿 = K𝐿I and P𝑅 = K𝑅 [
𝐿R𝑅 |

𝐿t𝑅], with I

being the identity matrix, which effectively sets the coordinate

system of 𝐿 as the reference coordinate system of the stereo setup.

By the optimal triangulation algorithm of Hartley and Sturm [28],

the 3D points Y can be estimated. Due to our definition of the

projection matrices, Y is expressed with respect to 𝐿.

Rigid body fitting and pose estimation. After having recov-

ered potential 3D marker points Y, the last step is to estimate the

6DOF pose of the instrument with respect to the world coordinate

frame. This can be accomplished by rigidly fitting the known 3D

marker points on the medical instrumentM = {m1, ...,m𝑛} to the

point cloud from the previous step, Y = {y1, ..., y𝑚}. The main chal-

lenge in this step is to assign to each marker on the instrument a

corresponding point in Y. We perform this assignment based on the

relative pairwise distances 𝑑 between markers [60, 61]. Therefore,

instrument markers must be arranged in a way that 𝑑 (m𝑖 ,m𝑗 ) are

pairwise different for 1 ≤ 𝑖 < 𝑗 ≤ 𝑛. For each new set of world

points, we compute 𝑑 (y𝑖 , y𝑗 ) for 1 ≤ 𝑖 < 𝑗 ≤ 𝑚 and compare the

distances with those of the instrument. The geometric difference of

each pair is added into a correspondence matrixC𝑚×𝑛 , contributing

to the score of each involved marker. From C, the optimal assign-

ment is computed by minimum-weight matching [37]. Finally, all

assignments for which |𝑑𝑌 − 𝑑𝑀 | > 𝛿𝑑 , where 𝛿𝑑 is a distance tol-

erance lower than the smallest difference between any two 𝑑𝑀 , are

rejected. If 𝑁 ≥ 3 matching point pairs between Y and M can be

found, the instrument has successfully been detected, and its pose
𝐿T𝑀 can be computed by solving the absolute orientation problem

using Umeyama’s method [64].

Finally, the instrument’s pose is transformed to world space

using𝑊 T𝐿 from the HoloLens SLAM.

3.6 Pose estimation through SCAAT-EKF

An EKF represents a system state z based on measurements x ob-

served over time in a predictor-corrector fashion, where the state

at a given time is first estimated using an underlying nonlinear

dynamic model and then corrected with a measurement function

h and its Jacobian H. While EKF relies on a full state description

at every correction step, SCAAT-EKF [68] updates the state with

partial or incomplete measurements as soon as they are available.

Since we track instruments with respect to a stationary world

frame and, thus, head motion needs not be accounted for, we as-

sume that the dynamics of the movement can be described by a

Gaussian position-velocity model. Therefore, the filter’s state z con-

tains the instruments’ current 6DOF pose 𝑊 T𝑀 as position and

orientation components, as well as the linear and angular veloc-

ity of the instrument. The state vector contains 𝑛 = 12 elements

z = [𝑥,𝑦, 𝑧, �𝑥, �𝑦, �𝑧, 𝜑, 𝜃,𝜓, �𝜑, �𝜃, �𝜓 ], where (𝑥,𝑦, 𝑧) describe the po-

sition in Cartesian coordinates, and (𝜑, 𝜃,𝜓 ) describe incremen-

tal rotations in axis-angle representation. Similar to Welch [68],

to avoid axis-angle singularities, we maintain the overall orienta-

tion of the instrument using an external quaternion representation

q = (𝑞𝑤 , 𝑞𝑥 , 𝑞𝑦, 𝑞𝑧), in which the incremental rotation is factored

in after every update step and then reset. As a measurement, we

use individual detected marker points in either one of the camera

frames x′ from step 3.4. Therefore, our measurement vector con-

tains𝑚 = 2 elements, for the 2D image coordinates of identified

markers. The implementation of a SCAAT-EKF does not only allow

us to overcome a lack of synchronization between 𝐿 and 𝑅, but also
enables the estimation and update of𝑊 T𝑀 for every frame, as long

as at least one measurement is available. The algorithm operates in

four steps, as visualized in Figure 3.

State prediction. SCAAT-EKF is applied to each new image

from 𝐿 or 𝑅, for which at least one measurement x′ is available

from the marker detection (step 3.4). The current filter state z,
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Figure 2:Workflow for pose estimation through stereo vision. (1)Marker candidates x′𝐿 and x
′
𝑅 are identified in closely acquired

left and right frames and (2) matched via the epipolar constraint, yielding sets of matching marker candidates x𝐿 and x𝑅 . (3)

From x𝐿 and x𝑅 , a set of 3D points Y is reconstructed via 3D triangulation. Since we choose 𝐿 as reference coordinate frame,

Y is expressed with respect to 𝐿. (4) Finally, known instrument markers are fitted to Y, yielding 𝐿T𝑀 , and the transformation
𝑊 T𝑀 from the marked instrument to the world frame is calculated using𝑊 T𝐿 from the HoloLens SLAM.

Figure 3: Pose estimation workflow through SCAAT-EKF. (1) For an incomplete measurement x′ at a new time, the predicted

state of the instrument is estimated. (2) This state is projected onto the camera frame, yielding a measurement prediction x̂.

(3) Correspondence between candidate measurements x′ and estimation x̂ are established. (4) The state is corrected using the

residual Δx = x′ − x̂.

describing the instrument’s pose, is extrapolated to the new images’

acquisition time, yielding the predicted state ẑ = A(𝛿𝑡) · z(𝑡 − 𝛿𝑡),
where 𝛿𝑡 is the time since the last sample, and A(𝛿𝑡) is the 𝑛 × 𝑛
state transition matrix.

Back-projection. From the predicted filter state, an estimated

measurement x̂ is computed using the measurement function h

as x̂ = h(ẑ, 𝛼), where 𝛼 are additional system parameters. In our

case, the measurement function is defined by the back-projection of

the predicted instrument pose to the current frame, therefore x̂ =
K𝐿/𝑅 [

𝐿/𝑅R𝑊 |𝐿/𝑅t𝑊 ] [𝑊 R̂𝑀 |𝑊 t̂𝑀 ]M, using the intrinsics matrix of

the current camera K𝐿/𝑅 as estimated in step 3.1, and the rotation

matrix and translation vector describing the inverse camera pose
𝐿/𝑅R𝑊 and 𝐿/𝑅t𝑊 obtained from the HoloLens self-localization and

stereo calibration, and the marker configurationM from step 3.2.
𝑊 R̂𝑀 and𝑊 t̂𝑀 describe the current predicted pose of the instru-

ment𝑀 , as described by the predicted filter state ẑ.

Correspondence establishment. We now have a set of pre-

dicted, back-projected measurements x̂ and actual candidate mea-

surements x′. Correspondences between these two sets are estab-

lished based on their distance in image space, by building a cost

matrix of the Euclidean distances between any two possible matches

and solving the assignment problem [37].

Correction. In the final correction step, we obtain an updated

filter state z based on the measurement residual between correspon-

dences Δx = x′ − x̂ and the Kalman gain K. The Kalman gain is

computed from the 𝑛 × 𝑛 state error covariance matrix P(𝑡), mod-

elling the uncertainty in the current estimated state, the 𝑚 ×𝑚
measurement error covariance matrix R, modelling the uncertainty

in the obtained measurements and assumed constant in our case,

and the measurement Jacobian H as K = PH𝑇 (HPH𝑇 + R)−1. The

measurement Jacobian is the 𝑚 × 𝑛 matrix containing the first-

order partial derivatives of the measurement function h. Finally,

the corrected filter state z = ẑ + K · Δx fully describes the desired

world-space pose of the instrument𝑊 T𝑀 at the current time.

4 EXAMPLE: SURGICAL NAVIGATION

Tracking as described in this paper enables the localization of tools

with respect to an arbitraryworld frame, such as a patient’s anatomy

in case of a SNS. Consequently, for surgical navigation, we must

also track the patient, who cannot be assumed to be stationary at a

known location, even if sedated. Localization of the patient further

permits "X-ray vision" of the patient anatomy in an AR display.

Existing SNS usually rely on auxiliary methods, such as screwing a

rigid marker to the bone of the patient followed by another medical

scan [47] or digitizing landmarks using tracked tools [49]. Not only
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are such method invasive or cumbersome, they may also incur

additional radiation exposure or significant manual overhead.

In this example for end-to-end tracking of instrument and pa-

tient, we avoid such auxiliary methods entirely and combine the

instrument tracking with the automatic, markerless patient local-

ization proposed by Gsaxner et al. [23], which also runs on the

HoloLens 2. The patient registration system acquires a point cloud

representing the patient’s skin surface 𝑃 from the HoloLens’ built-in

depth sensor 𝐷 and determines 𝐷T𝑃 . We calibrate the transforma-

tion of 𝐷 to the reference camera 𝐿 using the same principles as

described in Section 3.1 and subsequently use SLAM to localize

𝐷 in the world space𝑊 . An automatic point cloud registration

algorithm registers 𝑃 with a model of the outer anatomy of the

patient, denoted as 𝐼 , resulting in the rigid transformation from

imaging to patient 𝑃T𝐼 . 𝐼 is routinely obtained in pre-operative

medical imaging, such as CT or magnetic resonance imaging. With

these steps, the position of 𝐼 with respect to the world coordinate

system can be calculated as 𝑊 T𝐼 =𝑊 T𝐷
𝐷T𝑃

𝑃T𝐼 , and the po-

sition of the instrument with respect to the patient imaging can

be computed as 𝐼T𝑀 = (𝑊 T𝐼 )
−1 𝑊 T𝑀 . Note that all three track-

ing systems (SLAM, instrument tracking, patient localization) run

solely on the HoloLens and, thereby, deliver untethered end-to-end

surgical navigation (Figure 4).

Figure 4: To compute the pose of a medical instrument in

relation to the patient’s head 𝐼T𝑀 , we combine three local-

ization systems on the HoloLens 2: HoloLens SLAM for self-

localization, instrument tracking as described in this paper,

and patient registration proposed by Gsaxner et al. [23]. 𝐿T𝑅
and 𝐿T𝐷 are obtained offline during calibration.

5 EXPERIMENTS AND RESULTS

5.1 Tracking Accuracy

To assess the accuracy of the proposed tracking algorithm, we

compare the final transformation𝑊 T𝑀 obtained through our ap-

plication with the equivalent ground truth transformation𝑊 S𝑀
computed by a high-precision, outside-in optical infrared motion

capturing system. The tracking system consists of 15 OptiTrack

Flex 13 cameras (NaturalPoint, Inc., Corvallis, OR, USA) and op-

erates at sub-millimeter precision comparable to commercial SNS,

thus, serving as our baseline. We mark an instrument with five 7.9

mm reflective marker spheres and rigidly attach a set of spheres 𝐻
to the HoloLens. With these preparations, we measure 𝐻𝑇𝑀 using

the OptiTrack. 𝐻 needs to be calibrated with the HoloLens’ world

coordinate system to obtain the corresponding transformations.

This can be formulated as a hand-eye calibration problem between

the outside-in and inside-out tracking systems. We capture the

same calibration target as employed in stereo calibration (see Sec-

tion 3.1) with the left stereo camera 𝐿 while moving the tracked

HoloLens around the calibration target. Then, we use Daniilidis’

algorithm [14] to solve for 𝐿T𝐻 and compute the equivalent trans-

formation using𝑊 S𝑀 =𝑊 T𝐿
𝐿T𝐻

𝐻T𝑀 . The experimental setup

is shown in Figure 5 (a).

Static and dynamic tracking. We perform static and dynamic

experiments with this setup. Since medical instruments can be

assumed to be operated at arm’s length, we limit the tracking dis-

tance to 20-80 cm along the viewing direction of the headset. For

the static experiment, the instrument and HoloLens were placed at

30 distinct poses. For the dynamic test, we evaluated five sequences

while wearing the HoloLens and moving the instrument in front of

the camera. For both scenarios, we compute the average root mean

square (RMS) translation and rotation differences, 𝑇𝑅𝑀𝑆 and 𝑅𝑅𝑀𝑆 ,

between 50 (static) and 500 (dynamic) corresponding measurements

of𝑊 T𝑀 from our tracking system and𝑊 S𝑀 from the OptiTrack.

For static experiments, the mean tracking error and standard

deviation was TRMS=1.70±0.81 mm and RRMS=1.11±0.39°, while,

for the dynamic experiments, the error was TRMS=1.90±0.88 mm

and RRMS=1.18±0.59 °. Error distributions are provided in Figure 6

(a, b). Since tracking accuracy is often highly dependent on the

distance between target and camera [1, 8], we further analyze the

tracking error in relation to the distance between instrument and

HoloLens, as shown in Figure 6 (c, d).

Comparison to other tracking approaches. Tracking of fidu-

cial image markers using the front-facing video camera of the

HoloLens is a commonly employed technique in medical AR sys-

tems. Therefore, we compare our tracking system with mono-

scopic ArUco marker [22] tracking in a static scenario. We detect

ArUco markers and recover their poses using the ArUco module

in OpenCV [7] to obtain 𝑉 T𝐴 , the transformation of the ArUco

marker 𝐴 to the video camera 𝑉 , which is transformed to world

space using the pose information from the HoloLens SLAM.

The visual light video camera of the HoloLens 2 delivers frames

at a resolution of 760×428 px at 30 fps. First, we follow the same

calibration procedure as described in Section 3.1 to obtain the intrin-

sic matrix K𝑉 and distortion coefficients 𝑘𝑉 of this camera. Again,

we use the OptiTrack for acquiring ground truth transformations

and consequently need to relate the transformations acquired via

inside-out tracking with this outside-in baseline. To this end, we

rigidly attach a set of five retro-reflective spheres, trackable with

the OptiTrack, to a planar ArUco marker of known size. To compare

the transformation𝑊 T𝐴 with the equivalent transformation𝑊 S𝐴
from the OptiTrack, we require a further hand-eye type calibration

between the coordinate frame of the retro-reflective spheres 𝑇 and

the coordinate frame of the marker. This time, we use a calibrated,

high-resolution stationary camera and move the marker in front of

it, capturing ArUco and OptiTrack poses at the same time. Finally,

we again use Daniilidis’ algorithm [14] to solve for 𝑇T𝐴 . Further-

more, the hand-eye calibration of the HoloLens markers 𝐻 must

be repeated for the video camera 𝑉 , yielding 𝑉T𝐻 . Now, we can

compute𝑊 S𝐴 =𝑊 T𝑉
𝑉 T𝐻

𝐻T𝑇
𝑇T𝐴 , see Figure 5 (b).
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Figure 5: Experimental setup for accuracy evaluation. (a) Both HoloLens 𝐻 and instrument𝑀 are tracked using the OptiTrack

system, yielding 𝐻T𝑀 . After calibrating for 𝐿T𝐻 , the ground truth transformation𝑊 S𝑀 can be computed. (b) For the ArUco

experiment, an additional calibration from fiducial to tracker, 𝑇T𝐴, is required to compute the ground truth𝑊 S𝐴.

Figure 6: Experimental results of the accuracy evaluation of our SCAAT-EKF-based instrument tracker. (a, b) Distribution

(median, 25th and 75th percentile, minimal and maximal errors) of translation error 𝑇𝑅𝑀𝑆 and rotation error 𝑅𝑅𝑀𝑆 compared

to high-precision, outside-in tracking. (c, d) Mean and standard deviation of 𝑇𝑅𝑀𝑆 and 𝑅𝑅𝑀𝑆 over discrete distance intervals

between instrument and camera. The error increases with distance.

For completeness, we also report the tracking error using stereo

vision alone (no SCAAT), as described in Section 3.5 and used in our

system for initialization. For both the ArUco and stereo tracking,

we again place the marker in 30 distinct poses with respect to the

HoloLens, and we average𝑇𝑅𝑀𝑆 and 𝑅𝑅𝑀𝑆 over 50 frames for each

pose. The results of this comparative study are provided in Table 1

and visualized in Figure 7.

Table 1: Root mean square (RMS) translation and rotation

errors, 𝑇𝑅𝑀𝑆 and 𝑅𝑅𝑀𝑆 , for static tracking using our SCAAT-

EKF based tracker, our stereo-vision only tracker, andmono-

scopic ArUco tracking, all in comparison to a high-precision,

outside-in tracking system.

Method TRMS (mm) RRMS (°)

SCAAT 1.70 ± 0.81 1.11 ± 0.39

Stereo vision only 8.07 ± 0.91 0.90 ± 0.18

ArUco 6.09 ± 1.15 6.73 ± 3.47

5.2 Runtime

The runtimes of the system components, as well as the runtime

of ArUco tracking, averaged over 500 frames, are reported in Ta-

ble 2. All components were implemented and measured directly

on a HoloLens 2. Overall, one pass through our tracking system

takes approximately 27.1 ms (∼37 Hz) for initialization using full

resolution (480×640) image pairs from 𝐿 and 𝑅 and stereo pose esti-

mation, and 1.48 ms (> 600 Hz) for incremental tracking using a

region of interest (50×50) around known markers and SCAAT-EKF.

For ArUco tracking using the 760×428 video camera stream of the

HoloLens, one pass takes approximately 38.7 ms, or around 26 Hz.

5.3 Surgical Navigation

As a proof-of-concept for end-to-end surgical navigation (Section 4),

we simulated a core needle biopsy of the skull base. Diagnosis of

pathologies via biopsy is gold standard in the treatment of lesions

in the head and neck area [71]. Usually, ultrasound-guidance is rec-

ommended for core needle biopsies in this region [52]. However, for

deep lesions, such as at the skull base, ultrasound cannot penetrate

to the required depth. CT guidance is a viable alternative [25], but
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Figure 7: Visualization of results of the comparative study between our SCAAT-EKF based tracker (blue), our stereo-vision

only tracker (orange), and monoscopic ArUco tracking (green). (a, b) Distribution (median, 25th and 75th percentile, minimal

and maximal errors) of translation error 𝑇𝑅𝑀𝑆 and rotation error 𝑅𝑅𝑀𝑆 . (c, d) Mean and standard deviation of 𝑇𝑅𝑀𝑆 and 𝑅𝑅𝑀𝑆

over discrete distance intervals between instrument and camera.

Table 2: Average runtimes of our algorithm components on

the HoloLens 2. Times are averaged over 500 frames and

given in milliseconds.

Task Explanation DetectPose Total

Initialization Full images, stereo 25.58 1.50 27.09

Incremental track ROI, SCAAT-EKF 0.97 0.51 1.48

ArUco tracking RGB images, OpenCV 37.15 1.58 38.73

implies additional radiation exposure for both patient and operator.

If an open biopsy should be avoided, image guidance using an SNS

offers an alternative [71].

To simulate such an intervention, we use a 3D printed patient

phantom and corresponding medical imaging [24]. The phantom

contains an occluded, spherical target with a diameter of 7.9 mm,

accessible through a hole in the phantom’s cheek, replicating a

tumor in the skull base. The user first calibrates the display of the

HoloLens 2 with the on-board calibration application. Then, the

phantom is registered using the automatic image-to-patient regis-

tration, and the location of the tumor is visualized in the HoloLens

2. The user is tasked to align the tip of the biopsy needle, tracked

and visualized through the HoloLens, with the tumor. This experi-

mental setup is shown in Figure 1. Once the user is satisfied with

the alignment, we again use the OptiTrack to measure the distance

between the center of the spherical target and the needle tip, ad-

justed by 3.95 mm along the direction of the needle to account for

the spherical target’s diameter.

Table 3: Root mean square (RMS) distances between needle

tip and target during navigation experiment. We compare a

blind condition, inwhich the target is occluded, with a direct

condition, in which the user is allowed to see the target.

Condition 𝐸𝑅𝑀𝑆 (mm)

Mean SD Min Max

Blind 4.93 2.24 1.78 10.71

Direct 2.57 1.25 0.96 5.71

We performed this experiment in two conditions, a blind condi-

tion where the user could not see the tumor target inside the skull,

and a direct condition, where the user could see the target, thereby

largely eliminating human performance as a source of tracking

error. We repeated the task 10 times per condition with different

phantom and target positions, and we measured the average RMS

difference between needle tip and target. The results of these ex-

periments are reported in Table 3. The mean translation difference

of the direct condition is 2.57 mm, compared to 1.70 mm for the

instrument tracking alone, which suggests that the hybrid tracking

of patient and instrument increases the error by only 0.87 mm.

6 DISCUSSION

We track instruments with a precision of 1.70 mm/1.11° in static

poses, outperforming monoscopic image fiducial tracking by a large

margin (see Table 1). We would like to point out that tracking of

3D sphere targets has several benefits over flat markers, aside from

accuracy. First, a 3D target better leverages our stereo camera con-

figuration. Second, it is more robust to partial occlusions and cannot

suffer from poor viewing angles. Third, retro-reflective marker de-

tection is less affected by challenging lighting conditions. Table 2

also shows that our tracking implementations are faster than naive

ArUco tracking using OpenCV library, which, at ∼26 Hz, does not

reach the camera refresh rate of 30 Hz. We note that the HoloLens 2

offers access to several video profiles of its RGB camera in terms of

resolution and frame rate – we choose a profile for our comparison

which offers a fair trade-off between accuracy and run time. Higher

resolution might allow a more accurate tracking of markers, but

processing times increase dramatically, while a lower resolution

improves runtime, at the expense of less reliable marker detection

and pose estimation.

The tracking accuracy achievable with our method is partly re-

stricted by HoloLens hardware. The geometric depth resolution of

stereo systems is proportional to the squared distance 𝑑 of the mea-

sured object and inversely proportional to stereo baseline and focal

length [19]. As the HoloLens cameras were not designed for short-

distance stereo tracking, the rather short baseline between 𝐿 and

𝑅 of ∼97 mm and short focal length (∼366 mm) limit the accuracy

achievable by triangulation. We calculated a geometric resolution

of 1.2 mm for near (𝑑=20 cm) and 18 mm for far range (𝑑=80 cm)
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with our setup, which agrees with the average error we obtain with

stereo triangulation only, as shown in Figure 7. SCAAT-EKF largely

overcomes this limitation, since it minimizes the re-projection error

of every single measurement, while implicitly filtering noise in

both measurement and process (i.e., instrument movement). Still,

as seen in Figures 6 and 7, the tracking error with SCAAT-EKF is

proportional to the distance of the instrument, showing that the

limited geometric depth resolution is still a considerable factor. As

our application domain typically involves settings were instruments

need to be tracked in the immediate vicinity of the headset, we

consider the most accurate tracking range up to 70 cm as feasible.

Since ArUco does not rely on stereo, it is largely unaffected by

variations in instrument distance. However, it should be noted that

with ArUco, we were only able to reliably track the chosen marker

at distances of up to 70 cm. At larger distances, marker detection

becomes too brittle with the available camera resolution.

For the dynamic experiments, the error was slightly higher

at 𝑇𝑅𝑀𝑆=1.90 mm and 𝑅𝑅𝑀𝑆=1.18°. This is partly caused by self-

occlusions of markers, which lead to wrong predictions by SCAAT-

EKF based on erroneous correspondences, in particular, if they

persist over several frames. Based on informal experiments, we

estimate that, by improving the correspondence matching within

SCAAT-EKF, e.g., by incorporating 3D information and informa-

tion from previous frames, the dynamic error could be improved

by about 0.1 mm/0.1°. Another problem is an under-sampling of

motion, which can occur in cases of abrupt movement changes,

when only few measurements are available. We plan on improving

robustness in these cases by using a higher order motion model

in SCAAT-EKF. It should be pointed out, however, that we found

the frame rates of 𝐿 and 𝑅 delivered by the HoloLens 2 to be in-

consistent - while they were on average between 20-30 Hz, they

occasionally drop to as low as 1 Hz. In such cases, fast motion

cannot be captured anymore, regardless of the motion model.

In our surgical navigation scenario, an RMS error of 2.6 mm

between the tip of a tracked needle and the target was achieved

in the direct condition. In the blind condition, which corresponds

to the intended usage of the end-to-end system, the error was 4.9

mm. A large contributing factor to this error is likely the patient

registration pipeline, which was reported to have an error of 3.9

mm/5.0° on a HoloLens 1, mainly caused by depth data quality and

instabilities in the SLAM system [23]. While it can be expected

that the improved hardware of the HoloLens 2 mitigates this er-

ror sources to a certain extent, registration accuracy remains an

important factor. The larger error in the blind condition is also

caused by human factors. First, although the HoloLens 2 performs

automatic display calibration through eye tracking, the display was

not designed for close interactions, and a slight perceived offset

between real and virtual content remains, even in the case of perfect

registration. Second, it has been shown that the success of targeting

tasks in AR is heavily influenced by aspects such as the strategy

of displaying navigation information [29], perception of virtual

content [4], or haptics [12]. We consider our experiment a proof of

concept, meant to demonstrate the basic technical capabilities of

our system. Investigating ways of effectively dealing with human

factors in medical applications of our system remains an important

area of future work.

While inside-out self-tracking of AR devices, e.g., using SLAM,

has been studied extensively, and strong benchmarks exist for its

evaluation [9, 33, 62], there is no gold standard for evaluating object
tracking in AR, which makes a direct comparison to related work

challenging. The experimental setup and acquired metrics are usu-

ally highly dependent on the available hardware and application

domain. We chose an outside-in optical tracking system as the base-

line for our accuracy evaluation, which is comparable in accuracy to

commercial SNS (<1 mm, 1°) and an approach also found in current

literature [5]. Although the accuracy of OptiTrack is in the sub-

millimeter range, for our AR application, the outside-in system and

HoloLens need to be brought into the same coordinate frame. This

calibration procedure introduces some uncertainty to our baseline.

To evaluate its influence, another method for acquiring ground truth

would be required, e.g., a high precision measuring board for static

experiments and robotic arm for dynamic experiments [38, 48, 57],

which are both currently not available to us.

7 CONCLUSION AND OUTLOOK

Wepresent an inside-out 6DOF trackingmethod using a commercial,

consumer-grade OST-HMD, the Microsoft HoloLens 2. Our tracking

algorithm is based on the detection of reflective spheres, which

are commonly used in optical SNS. The system requires no bulky

hardware, such as external monitors or tracking cameras. Thus, it is

efficient in cost and space consumption. After an initial calibration

of the device is performed once, the setup requires no technical

knowledge or lengthy preparation. We further describe an example

application of our tracking method for surgical navigation during

core needle biopsies of the skull base.

Our work shows that inside-out tracking can approach the per-

formance of commercial SNS despite the limitations of mobile hard-

ware. While it does not quite reach the reference precision of SNS

(<1 mm, 1°), it comes close even when running on less-than-optimal

hardware and without low level system access (i.e., with unsyn-

chronized cameras). Lately, there have been efforts towards OST-

HMD designs specifically for medical applications. By integrating

a capable stereo setup into such devices, inside-out instrument

tracking with sub-millimeter accuracy could be achievable with the

presented approach. Hence, we plan to make our implementation

publicly available. We think that the reported accuracy, together

with our high flexibility compared to an SNS, already allows an

application of our system for image-guided interventions were sub-

millimeter preciseness is not required, such as core needle biopsy,

needle ablation [39] or ventriculostomy [2]. In this context, we

plan to further develop our biopsy application and conduct a user

study with medical experts, investigating factors such as suitable

visualization and usability in a clinical environment. Outside of

medical settings, our tracking system can be seen as a drop-in re-

placement for applications where optical outside-in tracking, e.g.,

with OptiTrack, is used.
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